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FE1

i PuTTY, LL “fsadmin” H P, 1L TGStor galaxy RFIIEfiE RS FE 1 w8 ¥
[ 350 TP Hiuhik 5%

HAT su-root, A root K ERY, TIHE root Tk F .
AT ismeli -u admin, i\ admin P EW, #HEANGSITRE B,

ismcli -u admin
Password: ***kkkkxx

admin: />

PATLL R a4, FAEAEAE 5 B AT#E TGStor galaxy R FIA7iE R G4 F A6
show media_for_pool general ip= 7727/ 2517 77 7 15 A0/ IP L2 2, 15110

admin:/>show media for pool general ip=10.247.97.45

Server IP Disk Name Disk Slot Disk Esn Disk Type Disk Size Encrypt
Expander Id

10.247.97.45 vdb
10.247.97.45 wvdc
10.247.97.45 wvdd
10.247.97.45 vde
10.247.97.45 wvdf
10.247.97.45 vdg

PAT LA dr AT FAAE R B R .
add storage_pool disk storage_pool_id=777771%7%" disk_pool_0_disk_pool_id=/#771;
#7+ disk_pool_0_storage_type=7-77757/ disk_pool_0_cache_type=ZZ 77757
disk_pool_0_mainstorage list= 77 :7 77777 disk_pool_0_cache_list= 77 112 77 7% (L
ZEfF ] 1H)
(AR
LITHURERER S XFHET, BFERTESIED XA ENERIEAERF.

admin:/>add storage pool disk storage pool id=1 disk pool 0 disk pool id=1

1024711345vdb ssd _card 214
1024711345vdc ssd _card 214
1024711345vdd ssd _card 214
1024711345vde ssd _card 214
1024711345vdf ssd card 322
1024711345vdg ssd card 214

~N o 0o W N
o O O O o o
o O O O o o

disk pool 0 storage type=ssd card disk pool 0 cache type=none
disk pool 0 mainstorage 1ist=10.247.97.45@1024711345vdf
Command executed successfully.

admin:/>

e  “storage pool id” ZHCNFFY HMAFHEIEH ID.

e  “disk pool 0 disk pool id” ZHUNFY FME A ID.

e  “disk pool 0 storage type” ZHCNFHY 75 PIMERL M) FAFTRAL, W28 E
“sas_disk/sata_disk/ssd card/ssd_disk”s

e  “disk _pool _0_cache type” ZHUAFFY AR ZZAEN PR, M2 E
“ssd_card/ssd_disk/none”,

WR FAEN R REN ssd_card/ssd_disk, ZBEHEHN “none”.
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e  “disk _pool 0 mainstorage list” SZHCNFH 25 PIAFE T mU/E L IP L EAEN 5
K, WMRFELNFHRAN ssd_card WAEH ESN 5, HABKBEHMA S, 24
I I ) A 5 53R o
e  “disk_pool 0 cache list” ZHCNFH MR RUE L IP REAN TR
~ WRFEHFNFIEM N ssd_card/ssd_disk, NWAFTEZSE .
- WRRYFEREN AR, ESBUEN Y BRI RA YR, ZEY
i esn 5, ZANRZIAMEHEZ 550,
BB6 FRFERIM TR, R SHAT .
Command executed successfully.
LB7 PATU R and, BREEEETE Y 515
show task all_info

[EIRTE PSR

admin:/>show task all info

Task ID Task Name Progress Retriable Task Status Task Type Step
Name Create Time Start Time End Time Pool ID

Entity Type User Name Entity Name

18 Add disk to storage pool 100 0 success 1
executeChildTask 2019-10-24/16:12:39 2019-10-24/16:12:44 2019-10-
24/16:13:34 2 pool admin pooll

14 Create storage pool 100 0 success 1
creteStoragePoolFinished 2019-10-24/15:55:17 2019-10-24/15:55:19 2019-10-
24/15:56:57 2 pool admin pooll

12 Delete storage pool 100 0 success 1
waitChildTask 2019-10-24/15:53:19 2019-10-24/15:53:19 2019-10-
24/15:53:57 1 pool admin pooll

8 Create storage pool 100 0 success 1
creteStoragePoolFinished 2019-10-24/15:40:18 2019-10-24/15:40:18 2019-10-
24/15:42:12 1 pool admin pooll

6 Delete storage pool 100 0 success 1
waitChildTask 2019-10-24/15:29:52 2019-10-24/15:29:53 2019-10-
24/15:30:58 0 pool admin Pool 20191023191951

5 Backup manage Data 100 0 success 0 --
2019-10-23/19:58:06 2019-10-23/19:58:10 2019-10-23/19:58:25 0 other
admin 10.251.138.240

1 Create storage pool 100 0 success 1
creteStoragePoolFinished 2019-10-23/19:21:19 2019-10-23/19:21:19 2019-10-
23/19:24:27 0 pool admin Pool 20191023191951

HENBH AT SRR 2R (TS5, “Task ID” A 18,
BBE PUTUU NS, B GEIERY A5 AR .

show task info task_id=/7%5 id

5] 2 A5 B U R PR

SCEfRAS 01 (2022-09-30) WA © DY) AR A R IRITE A A 7
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admin:/>show task info task id=18

Task Type g 1

Task Status : success

Task ID : 18

End Time : 2020-10-29 20:43:48
Task Name : Add disk

Progress : 100

Pool ID : 0

Create Time : 2020-10-29 20:42:22
Task Entity : pooll

s

132 BEMBT =

BRI

ZAT S Fe B U@ X C A 1 TGStor galaxy R A7l R GAT-MEIMSEAT 7 S %5,
AL SRR
(RERLY::
FEERSHESEBRT, 7 TRENTET FEtERTREN 5 &, 7 TREURES
EFESEHHTHUST &, ST DREATHT #HEEERTRERY 04 &, WMRFRE
0415, BENSENSIIESHHPER 131 B, ¥ AEASEHNT S0 = el
VBS i,

DEEI
o IIRALE
- DT AAE T OS SR ILE .
- DRMARGREHAE, HAMBRENIEMERE.

- DM ERE.
- AT R CIMNSRRE, PRABERIEE S L 1.4.0 S0 A
o i

- PRI S IR P, IR AR 1P LUK “feadmin” P (0BT
- AR B TR ARIR(E
RIEDE

S 1 #HH PuTTY, PL “fsadmin” F 7, J8id TGStor galaxy RHIAE-i% RGeS B SE HT
TN 1P Hhhil & 5%,

122 AT su-root, i root MK MY, VI root MK .
B3 4T ismcli -u admin, A\ admin FH 350, #4738 B

Nil

Nil
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ismcli -u admin
Password: **x*kxxxk

admin: />

PAT LR A4, A% 5 _E ATk TGStor galaxy R ¥IAEME RS0 f8 F (RN I
show media_for_pool general ip=7Z7" 2571715 17 7 19 IP 1|51/ 7%
EIRTAEYSR/ NP7

admin:/>show media for pool general ip=10.247.113.182

Server IP Disk Name Disk Slot Disk Esn Disk Type Disk Size Encrypt
Expander Id

10.247.113.182 wvdb
10.247.113.182 wvdc
10.247.113.182 wvdd
10.247.113.182 wvde
10.247.113.182 wvdf
10.247.113.182 wvdg

PATLL T A4, T BAE0 1T A
add storage_pool node storage_pool_id=77/#7%% disk_pool_0_expand_type=expand
disk_pool_0_disk_pool_id=#77#71%7%" disk_pool 0_storage type= 77757
disk_pool_0_cache_type=2277257/ disk_pool_0_mainstorage_list= 77,17 % 777l %
disk_pool 0 cache_list= 7717 22 77 2/ 7( L2217 1] 1 1H)
(RERY:
HTAUREREE S XERE, B20ERTEES KEREEIE N ER.

admin:/>add storage pool node storage pool id=1 disk pool 0 expand type=expand

10247113182vdb ssd card 214
10247113182vdc ssd card 214
10247113182vdd ssd _card 214
10247113182vde ssd card 214
10247113182vdf ssd card 322
10247113182vdg ssd _card 214

~ o b W N
o O O o o o
o O O o o o

disk pool 0 disk pool id=1 disk pool 0 storage type=ssd _card

disk pool 0 cache type=none

disk pool 0 _mainstorage list=10.247.113.182@10247113182vdb,10247113182vdc,102471131
82vde,10247113182vdf

Command executed successfully.

admin:/>

e “storage pool id” ZHUNFH HMAFHIBH ID.

e  “disk pool 0 disk pool id” ZHCNFFY F¥E RN 1D

e  “disk pool 0 expand type” SR A,

e  “disk pool 0 storage type” ZHCNFHY 75 PIMERL M) FAFTRAL, W28 E

“sas_disk/sata_disk/ssd card/ssd disk”.

e  “disk _pool _0_cache type” ZHUAFFY ARSI ZAFN PR, M2sE
“ssd_card/ssd_disk/none”,

WR FAEN RN ssd_card/ssd_disk, %S H1E N none.
“disk_pool_0_mainstorage list” ZECNFRFY 2 HIAEAE T RUE B 1P 0T 47

F, WERTEAAAN PR ssd_card WAL esn &, HABRBMA LS, 24

eI Z A 5 7y b

SCARYRRAS 01 (2022-09-30) WRATE © VNGB ERSRHEERITTA A 9
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oy

“disk_pool_0_cache_list” AR 2 KA T AU EL 1P K HOX W 92517 51

.

R FFN RN ssd_card, MATFEZSH.

WA R Y RN EAT, S HUE N R AR M AP P3R; ZA7 1Y

i/ ESN 5, 2 (a8 HE 570 F5 .

FRAINT PR, R AT ).

$E6 [lEf

Command executed successfully.
PATA T %, BT AT I BAE55

show task all_info

[EIRTE PSR

admin:/>show task all info

Task ID Task Name Progress Retriable Task Status Task Type

Step Name Create Time Start Time End Time

Pool ID Entity Type User Name Entity Name

20 Add storage node to storage pool 0 0 running 1
executeChildTask 2019-10-24/17:08:06 2019-10-24/17:08:11 --
2 pool admin pooll

18 Add disk to storage pool 100 0 success 1
executeChildTask 2019-10-24/16:12:39 2019-10-24/16:12:44 2019-10-
24/16:13:34 2 pool admin pooll

14 Create storage pool 100 0 success 1
creteStoragePoolFinished 2019-10-24/15:55:17 2019-10-24/15:55:19 2019-10-
24/15:56:57 2 pool admin pooll

12 Delete storage pool 100 0 success 1
waitChildTask 2019-10-24/15:53:19 2019-10-24/15:53:19 2019-10-
24/15:53:57 1 pool admin pooll

8 Create storage pool 100 0 success 1
creteStoragePoolFinished 2019-10-24/15:40:18 2019-10-24/15:40:18 2019-10-
24/15:42:12 1 pool admin pooll

6 Delete storage pool 100 0 success 1
waitChildTask 2019-10-24/15:29:52 2019-10-24/15:29:53 2019-10-
24/15:30:58 0 pool admin Pool 20191023191951

5 Backup manage Data 100 0 success 0
2019-10-23/19:58:06 2019-10-23/19:58:10 2019-10-23/19:58:25 0 other
admin 10.251.138.240

1

Create storage pool 100 0 success 1

creteStoragePoolFinished 2019-10-23/19:21:19 2019-10-23/19:21:19 2019-10-
23/19:24:27 0 pool admin Pool 20191023191951

BT AT 5 LSS, “Task ID” 4 20,
AT AT fin & B AT R AR 55 EFERLIRAS o
show task info task_id=/74%5ID.

[ 2 A5 B U R PR
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admin:/>show task info task_id=20

Task Type g 1

Task Status : success

Task ID : 20

End Time : 2020-10-29 20:43:48
Task Name : Add storage node
Progress : 100

Pool ID : 0

Create Time : 2020-10-29 20:42:22
Task Entity : pooll

F]RO WRY FRAEILEM SR, 5% 144 JFRIRS (AR - JFRRS, Fxt
PR R JTRX R RS -

R

1.33 I Bl ML

#IEAR
AT 5546 S B BT X LA TGStor galaxy A LA TS 78, LIS
k.

W EEI
o« R

R

- FRYTEAERET R E B P,
fr
/==

7

P BEALET S O IMAAE .
- RRETRAERET ROT R T OB R 55 SO B 55 B R 5
o A
TR BAFRETT R B 1P, A HT S0 1P LA “fsadmin” FI IS

BRIESE
1 I PuTTY, L “fsadmin” F /', 81T TGStor galaxy F 5147 fifi 5408 BT U8 B
[ )7 8)) 1P Mk 5 5%
S 2 AT su-root, HiA root Ik RS, VI root K.
$B3 HAT ismeli -u admin, A admin A P&, AT H I

ismcli -u admin
Password: ***kkkkxx

admin: />

FR4 B TATREAAAEL A zone, MG BFE, PATLUT @2, & zone [ it

add zone port zone_name=777"7 /1] zone SFF port_name=757 BN 17 1AL T8 1T
node_ip=777"Z5HI 17 figf TR HI 17 1 5 2 LP H i)

EIRTE PSR v
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TS 1 %

admin:/>add zone port zone name=name port name=eth0 node ip=
<node_ ip=?> Management IP address of the node. Management IP address of the
node, press Ctrl+A to view available list.
admin:/>add zone port zone name=name port name=eth0 node ip=

Node ID Node IP IP Address Bond Name Bond Mode Port Name Port Type
Subnet Prefix Gateway IP Usage
Transfer Protocol Role VLAN Name VLAN Tag

2 10.252.147.138 10.252.147.138 -- == eth0 ==
255.255.254.0 10.252.146.1 [ "management external", "management internal" ]
== [ "management" ] == ==

2 10.252.147.138 -- == == eth0 ETH ==
—-= -= TCP
[ "management" ] == ==

1 10.252.147.163 10.252.146.34 —- == eth0 ==
[ "management external float", "management internal float" ] -
[ "management", "storage", "compute" ] -- ==

1 10.252.147.163 10.252.147.163 -- == eth0 == 23
10.252.146.1 [ "storage frontend", "management internal", "storage backend" ] --
[ "management", "storage", "compute" ] -- ==

1 10.252.147.163 -- == == eth0 ETH ==
—-= -= TCP
[ "management", "storage", "compute" ] -- ==

4 10.252.147.119 10.252.147.119 -- == eth0 == 23
10.252.146.1 [ "storage frontend", "storage backend", "management internal" ] --
[ "storage", "compute" ] == ==

4 10.252.147.119 -- == == eth0 ETH ==
—-= -= TCP
[ "storage", "compute" ] == ==

3 10.252.146.168 10.252.146.168 -- == eth0 == 23
10.252.146.1 [ "storage frontend", "storage backend", "management internal" ] --
[ "storage", "compute" ] == ==

3 10.252.146.168 -- == == eth0 ETH ==
—-= -= TCP
[ "storage", "compute" ] == ==

5 10.252.216.174 10.252.216.174 -- == eth0 == 23
10.252.216.1 [ "storage frontend", "storage backend", "management internal" ] --
[ "storage", "compute" ] == ==

5 10.252.216.174 -- == == eth0 ETH ==
—-= -= TCP
[ "storage", "compute" ] == ==
admin:/>add zone port zone name=name port name=eth0 node ip=10.252.216.174
Command executed successfully.
admin: />

BBS WHEMBY FRHE, HSH W “BE > RSN F R E R > IE

Frtk% > i ® DNS RS > fii® DNS RS (AXIREALER) > HE DNS RS
CRAHEANEE DNS 50 7 B3 4, £ 5P 5 8B B N 563245 DNS IR 55281
IP Hhudik.
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134 BEAIE
BIEHE

SRR B RAGE B AN B RS R

W SR

o HITRAFKMF

CL 58 A BAF T RO A B A A T

L€

CLARBUE PR 3l 1P LA “fsadmin” F 7 H)E 5

BRIESR

1 [ PuTTY, LA “fsadmin” P, JHid TGStor galaxy R ¥t RGBT S8 HF

T 1730 TP Hihk 5% .

HEE 2 HAT su-root, A root I ERY, IHF] root 1K,
$B3 AT ismeli -u admin, # A admin H FUERS, HE G AT A

ismcli -u admin
Password: ***kkkkxx

admin: />

FR4 PUTUT S, EHEAMEIRE.

show storage pool general pool_id=7"25/7 /#1697 5

admin:/>show storage pool general pool id=8

Pool ID

: 8

Support Encrypt For Main Storage Media : 0

Pool Name

Encrypt Type

: convergence-pool

: not encrypt pool

Compression Algorithm : capacity
Total Capacity (MB) : 823572146
Used Capacity (MB) : 0
Free Capacity Rate : 1
Allocated Capacity (MB) : 0
Reduction Involved Capacity (MB) : 0
Deduplication Saved (MB) 0
Compression Saved (MB) : 0
Deduplication Ratio 1
Compression Ratio HE
Data Reduction Ratio g 1
Pool Status : normal
Progress (%) : 100
Redundancy Policy : ec
Replication Factor -=
SCRYRRA 01 (2022-09-30) ORI © DU A7 8 A P IR A ) 13
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Security Level server

Media Type sata disk
Cache Media Type ssd_card
Storage Cache Rate g ==

Cell Size (KB) : 0

Data Units Number H

Fault Tolerance Number 3 2
Parity Units Number H
Service Type : Converged

admin: />
T RINIEH
SRy — B A5 AT 1 A

“Pool Status” 4 “normal’
WRAA “normal”, 1
(RERY:
B, FEHTHETR, RLtFE
(disk pool £ F{ERBEN BENEEE) /BEBNEE
o BEBNRERIE IMB/s HIERITHE
e disk pool & FERABEEIY

FERS WERPAT RY EARAEMAT S B AR AR, AT

5 o
show storage_pool disk pool_id=7"Z5 771571194 5

admin:/>show storage pool disk pool id=15

A8, HENZEAN “normal”,

HFE—RRAYIE), SCRRRTEETRERLA o zliTE:

I mdc_cmd.sh 1838 disk_pool id BE.,

LU 4

» BRI

Node Mgr Ip Cache Media Type Disk Exit Disk Role Capacity(Gb) Available
Capacity(Gb) Disk Slot Disk Sn Disk Status Disk Type Encrypt
10.247.97.45 none 0 main storage 53 53
3 1024711345vdb 0 ssd_card 0
10.247.97.45 none 0 main storage 53 53
1 1024711345vdc 0 ssd card 0
10.247.97.45 none 0 no_use 107 0
6 1024711345vdd 0 ssd card 0
10.247.97.45 none 0 main storage 53 53
4 1024711345vde 0 ssd card 0
10.247.97.45 none 0 main_ storage 107 0
5 1024711345vdf 0 ssd card 0
10.247.97.45 none 0 no_use 107 0
7 1024711345vdg 0 ssd_card 0
10.247.97.45 none 0 no_use 107 0
8 1024711345vdh 0 ssd card 0
10.247.97.45 none 0 main storage 53 53
2 1024711345vdi 0 ssd card 0
10.247.97.45 none 0 no_use 214 0
9 1024711345vdj O ssd card O
10.247.97.45 none 0 no_use 214 0
10 1024711345vdk 0 ssd card O
10.247.113.182 none 0 main storage 53
1 10247113182vdb 0 ssd card O
10.247.113.182 none 0 main storage 53
SCRSRRAS 01 (2022-09-30) FRBLITA © VUJIA LA AR FHEH IR TR A ) 14



TGStor galaxy ZR %)
S

3 10247113182vdc 0 ssd _card O

10.247.113.182 none 0 main_storage 53 53
2 10247113182vde 0 ssd _card O

10.247.113.182 none 0 main_storage 53 53
4 10247113182vdf 0 ssd_card 0
admin:/>

FEIR A SAE B, BAT M A 10.247.113.182 FIREEL 1024711345vdf 2N, &

YRR
R

14 3 Bt (FEARN)
1418 H S

S, 1 Bk DeviceManager Ft1, fEFHHA _FAMKIKIER “m > I A o

E1-1 it s

FE2 BN LT
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® bondl: F&HA.

e bond4: ZNEEEEEEHA.

o AL IR SR ERAF A 1T RURIAEAE 1 bond 5 AR PR KR — B
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1 ¥5
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FE11
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2RSS TSR
BIEEFHIE
s 100% AEIH
2 b7 v Fri&atiE
TEINESnRESE. ATh 2021-06-07 10:41:59 UTC+...
TEFSATI LA, RETh 2021-06-07 10:43:40 UTC+...
T EIEESNRSEE. ATh 2021-06-07 10:43:40 UTC+...

ffH PuTTY, L “fsadmin” F /7, 3L TGStor galaxy RVIAFfiE KRG 2L 1P bl & 5%
BT A AF A T9 m

AT su - root, HiA root K /7 % hd, VIHE] root k7 .
(RARTY::
WMREHETADRREBATMBALE, iE5% (TGStor galaxy RF 8.1.0 ML) M
A PuTTY BEATMBHANESRER TR B,

TEFTA BG5S LA vi /opt/dsware/eds/eds-f/conf/fs_space_config.xml ] it &
1, FRFIMCE I MetalogSwitchBgr, JGHAEH 1 508 0, A JFIBH R

<Metalo E: SwitchBgr min="0" max="1"=B</Meta 1o gSwitchBgr=

FEFTAAEAET RPN AL BT LT a2 DB G B B SAr

diagnose usr --set-cli
root:/diagnose>attach 273
root:/diagnose>space fscfgupdatenotify xml

TERTA 2235 1 ot RIS AT /L AT @4 df -h - /dev/mapper/catalog-kafka
| grep -w /dev/mapper/catalog-kafka | sed 's/\s\+/ /g'| cut -d " " -f 5 W %% Kafka f#% 7 [A]
HER, IRk 7 on Rk B IR S5 A 1T e A 2 1) o5 2R AR AE 50% LT,
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1 ¥5

FER12

$IR 14

HESSHAT I 12, BN s, BIPTE 2238 7 ol R IR 5 WA A
kA2 16) 5 R %3] 50%0L R G, dRsEpaT 0% 12,

[root@localhost ~J# df -h /dev/mapper/catalog-kafka | grep -w /dev/mapper/catalog-kafka | sed * +/ fg'| cut -

11%
[root@localhost ~Jz I

M — 2238 T TOBHRAS R S5 AT 15, AT A2 cat

/opt/dfv/obs_service layer/objectwebservice/kafka/install.ini | grep -w
ZK_SERVER_CLUSTER | awk -F "="" "{print $2}'3£H ZooKeeper IP Mkl 55 ¥ 1151
% o

[rootekwephdfs l# cat /opts objectwebserviceskatkasinstall.ini | grep -w ZK_SERVER_CLUSTER | awk -F "=" '{print $2}'

1592.168.12.247 40,152 .168.6 540

AT T4 export

JAVA_HOME="/opt/dfv/obs_service layer/objectwebservice/kafka/third/jre" ;/opt/dfv/
obs_service_layer/objectwebservice/kafka/third/jre/bin/java -Xms128m -Xmx512m -
jar /opt/dfv/obs_service layer/objectwebservice/kafka/lib/obs-srvreg-sync.jar -a Is -nc
kafka -np kafka -h ${zk _server_cluster} -zn /kafka/brokers/ids | grep "json: "| awk -F
"zKLs json:" '{print $2}'| grep "\[" | tr "\["" " " | tr "\]" " "| sed s/[[:space:]]//g FKHX
Kafka ISR broker 5|3, HH1${zk server cluster} N5 12 HH3RELFI) ZooKeeper IP Hh
hk S 2

e_layer/obj ectuebs
“Tlr

PAT T2 export

JAVA HOME-=""/opt/dfv/obs_service layer/objectwebservice/kafka/third/jre'";/opt/dfv/
obs_service_layer/objectwebservice/kafka/bin/kafka-reassign-partitions.sh --zookeeper
${zk_server_cluster}/kafka --topics-to-move-json-file

/opt/dfv/obs_service layer/objectwebservice/kafka/conf/topics-to-reassign.json --broker-
list "${kafka_isr_cluster}" --generate |grep -Al "Proposed partition reassignment
configuration", HUH A7 XEFHECACE, Bl “Proposed partition reassignment
configuration” "N json F&FE, HAS${zk server cluster} N IE 12 15 21
ZooKeeper IP il 5 [ 513, ${kafka isr_cluster} NP3 13 752/ Kafka ISR broker
IE S

R LB 14 152 RIEEC B json 747 H B R RORAE BN json STHErp, SCAFAFR
expand-cluster-reassignment.json, A RERINANEAE N SASGHAT A4 export

JAVA HOME-="/opt/dfv/obs_service layer/objectwebservice/kafka/third/jre';/opt/dfv/
obs_service_layer/objectwebservice/kafka/bin/kafka-reassign-partitions.sh --zookeeper
${zk_server_cluster}/kafka --reassignment-json-file ${expand-json-file} --execute | grep
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R R 1 %

reassignment /& 5] Kafka (3 39H4155, ${zk server cluster} N9 12 52
ZooKeeper IP itk 53 515K, ${expand-json-file} ALRAFHIENECE json SCAF R4 %}
AT

/third/jre": /opt/dfu/obs_service_layer/objectwebservice/kafka/bin/kafka-reassign-partitions.sh --zookeeper 42.8.56.1:10540,42. ¢

$E 16 fFHA4 export
JAVA_HOME="/opt/dfv/obs_service_ layer/objectwebservice/kafka/third/jre" ;/opt/dfv/
obs_service layer/objectwebservice/kafka/bin/kafka-reassign-partitions.sh --zookeeper
${zk _server_cluster}/kafka --reassignment-json-file ${expand-json-file} --verify|grep
partition & ET 5L, MPTAH partition #R4LT “completed successfully” IRZ, Fow
AR SR (XD EREATRERIR, MRS AR VIR AN XS Kafka #EATEAE, W]
e SEEIEA—30 , HAPS{zk server cluster) N D 12 1531 ZooKeeper IP i
54313, ${expand-json-file} ARAFHIE AL E json SR HILERNT AR

3/op

P]R17 EREES TG, A AT S _EAEH vi /opt/dsware/eds/eds-
f/conf/fs_space_config.xml F]FFECE SO, 228 B I MetalogSwitchBgr, 4 HAHH 0

BN 1

ST EHTA AT IR NERET T, AT A A & REEC E SO BIZ AT, ik
HiH B,
diagnose usr --set-cli

root:/diagnose>attach 273

root:/diagnose>space fscfgupdatenotify xml

s

L1 &% DeviceManager S, KIUGESE “ TR > fAhgith > fRH” .

B2 WERG WS G A b B i A, AA KRGS iy S 8E L B
FETT
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2.1 GEBENH
22 HEMER
2.3 FeFERE (a0

2.4 HEEE (TR0

A RAGAFAR BRI K Tk 55847 75 B, P DR B A7 A SRR M R G A 2,
i i TR

PA
211 BRAR
TGStor galaxy RYIAFAELE 27 03K 2-1 P,

F22-1 TGStor galaxy RINEFMHEHEEH R

IR BUERT
TEk R Ttk
(RERTY:

o YEREAEIZEEIEXT TGStor galaxy RYITFHEZR G LT,

o BEHEHABZIIIIEEEE TGStor galaxy RINFERFHFIELMECERFE (AEXSIFhEith
24, ikt BEEEFMEL).

o ERHAEEEIIHERTT RHTIIRARSS SREAISD A EIRIR(F,

o ERHAFIFTHASIRSEIIEAUEEMIRE (WEKER).

o ZEFHAAEELLNS TGStor galaxy RINFERFPHIS N REHTFINESE LT,
o RXF—IREE—MEEETR.
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S
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B

/.

=

o AHIEMNHIRZIZRT, BBEFHETRAET BFET R ERZEHT.

2.1.2 Ya 5=

A5 NS TS AT L 55 T RETCRE M o

AEBAAENTT G, ARENRE A “BURiERT” i, RGNS E SN IR L 71
A0%HITEOL T, M REAR T 30%.

VLR RGO ST BTN TR IS T 40% 916 00 N 4T

22 ERIER

NN

Nl

B

8

B

QN =

2% 3 M358, TGStor galaxy RN RGATFAEIAR S
(MRS
MRFRENFE RIS, BFESHNTREEFETRS, BarikesbRizh <
AR55.
S H PuTTY, LA “fsadmin” F /7, J8I 5 BE Y s BT 1) A9 30 1P bk 5%
AT su - root, A root MK HAY, YJHF] root M.
AT ismeli -u admin, FIA admin FH %8S, #4472 A

ismcli -u admin
Password: **x*kkxxk

admin:/>

AT LT A 2K M eds iRk -

delete converged_eds_node general storage_pool_id=7775 25177715711 id node_ip=7F%7
B A T EFE TP

admin:/>delete converged eds node general storage pool id=0 node ip=xx.xXX.XX.XxX
WARNING: You are about to disable the convergence service for the node. This
operation will cause related services on the node to be unavailable.
Suggestion: Before performing this operation, ensure that the correct node is
selected.

Have you read warning message carefully?(y/n)y
Are you sure you really want to perform the operation? (y/n)y

Task Id : 6
admin: />

FLRAS B NN, Rondr 2 AT ).
Task Id : 6

“Task Id” NIEHAEHAES ID.
PATLA T 4, ESR T R .

show task info task_id=/7% Id

SCARYRRAS 01 (2022-09-30) AR © VNGB ERSRHEERITTEA A 40



TGStor galaxy ZR %)

TS

FEFERIT, Rt HATEHI.
“Task Status” NIZAE S HPATIRE .

admin:/>show task info task_id=6

Task Type : 0

Task Status : success

Task ID : 6

End Time : 2021-02-07 10:36:49

Task Name : Reduce converged EDS service
Progress : 100

Pool ID R

Create Time : 2021-02-07 10:30:49
Task Entity : businessCluster CONVERGED

admin: />

— ik

3SR E (S HN)
231 fEGFHET S

BRiEIAS

W SR

BRIFL R

NN

Ni

$

—_

$

S

(68} N

N
H
SR
o
dm
i
i
piit

WL 277 G A TR

o HIFEAMF

SERAF RS A, HAAM RS AR RRA, PRARIEE S 3.1 REff
RS (2720,

(RERLY::
o EFfETRHIEE TR, ERETRFMNERT, RIPHESHEMETL.
o EFMTRIERNE, ERETRFMIBIT, RIPSHESHFMETTE.

FRAA T R A B 1P, BT RSN 1P LUK “fsadmin” FIFH#TS.

] PuTTY, DL “fsadmin” FIJ™, I8 B RUE BEF IS 1P Uk 8 k.
AT su - root, HiA root ik /7 % hd, VIHH] root k7 .
AT ismeli -u admin, A admin %8S, #6475 HL A

ismcli -u admin
Password: ***kkkkxx

admin: />
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B4 PATLUN AR BT R
delete storage_node general pool_id= 7777 217 i1 id  ip=1F97 75 HI 77 1105 BPE IP

Bltn:  delete storage node general pool_id=2 ip=10.251.138.240

(RERY:
SREVBERR ]t 1D BY75i%, $ATAOT CLIas<, BIEPRY "Disk Pool ID” —IHMERDIEER
D,

show disk_pool general storage pool_id=72ZB&HI7Z:1id, 5I80:

admin:/>show disk pool general storage pool id=8

Disk Pool ID : 8

Pool Name : convergence-pool
Pool Status : normal

Progress (%) : 100

Service Type : Converged

Tier Level HE

Security Level : server
Redundancy Policy : ec
Compression Algorithm : capacity
Encrypt Type : not encrypt pool
Support Encrypt For Main Storage Media : 0
Media Type : sata disk
Cache Media Type : ssd _card
Storage Cache Rate : 0.0229021
Cell Size (KB) : 32
Data Units Number HE!
Parity Units Number 2
Fault Tolerance Number 1
Storage Pool ID : 8
admin: />

HBS5 FRERM TR, R ST,
Task Id : 22
“Task Id” NAEHALH5AES ID.
BB PUTUU NS, EULEE T A .
show task info task_id=/7% Id
“UES 1d” RPER 5 IREIES id 5.
BR7 BEERWT, FoRdr AT 8.
“Task Status” NIZAEF FIPAT IR

admin:/>show task info task id=22

Task Type 3 O

Task Status : success

Task ID : 22

End Time : 2019-10-24 19:34:11
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T AR T T 2 Gi%
Task Name : Delete storage node
Progress : 100
Pool ID 3 2

Create Time : 2019-10-24 19:26:49
Task Entity : disk pooll

s

2.3.2 Ml S5 4%

E‘%’ﬁfiﬁﬁi
AT T8 FE L E X A L S M 2 3E AT 4R 2%, A e k&S 7K.

W FEIN
o HiHEFAF
FRARB AR U B 1P
- EE SUEESFEIES) 1P,
— AFHERARAETT ROTT R T OREE IR Bt R 55 B IR S5 -
o Kl
FRd A7 71 S A B TP, B EEY AT 8N TP DAK “fsadmin” F P 250

BRIESR

Sk
S
—

ffH PuTTY, LL “fsadmin” F /7, G35 B Y 0 BEF- TR V73 1P bk & 5%
T su-root, HIA root Bk /1R, YIHE] root 1K
AT ismeli -u admin, fii A\ admin H &Y, HE AT 4T HLAI

il
X g
woN

N
8

ismcli -u admin
Password: **x*kkxxk

admin: />
PB4 PATLU TS, FREL zone (5 5.
show zone general, §1%1:

admin:/>show zone general

Name Subnet Name Domain DNS Strategy Enable Ip Drift Enable DNS Network Type
Name Space ID Account ID Account Name

zoneO0l line zone0l rr enable enable infiniband =
0 system

FRS PUTUU T s, REAFA A zone ¥ MBS 2 .

show zone port zone_name=1{F4fi %5 1] zone % FK, Hiun:
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>

admin:/>show zone port zone name=data zone

Port Name Node Ip Zone Name State DNS Switch VLAN ID
eth0 10.252.147.163 data zone up on -
eth0 10.252.147.119 data zone up on -
eth0 10.252.146.168 data zone up on -
eth0 10.252.216.174 data zone down on -

BB PUTLLU T2, M zone i 1 H RS B AR 4 25 B 19 s R0 11

remove zone port zone name=Fj4i 2 1] zone #FK  port_name=FF4H & [P AFAif 15 1 1 g ]
node_ip="{F 4 2 A6 T RUAE BT 3 1P bk, 2.

admin:/>remove zone port zone name=data zone port name=eth(0 node ip=10.252.216.174
CAUTION: You are about to remove a network port from a specified zone.

This operation will cause service exceptions on the host that depends on the
network port.

Suggestion: Before performing this operation, ensure that the network port to be
removed does not provide services.

Do you wish to continue? (y/n)y

Command executed successfully.

s

24 B (REAR)
241 FRFEAT =

#IEAR
LS54 P B GBI R TR, AR A R

WHEFIN
o HIFEHRM

SERAF RS A, HAAME RS ARSRRA, PRARIFE S 3.2 EfF
IR (A7 0,

(RERLY::
o EFfETRHIEE TR, ERETRFMNERT, RIPHESHEMETL.
o EFMHTRIERNE, ERETRFMIBRIT, RIPSHESHTMETT.

RIEDE
ST %3 DeviceManager FHHl, M “ IR > fEIL” . HEA “fEffIL SHIA
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RS e

2 4%
it
c
&rQ IO 47 ®=Y BE=RY EERE T CEAMESE §  MESSNER LT j=0l==- 20 CEAIREE & | =288 Y =3
bloc! 2 o % B 658.283 GB 0000 MB + 0.000% 821535 GB 0000 MB TR EE:

B2 AT, LA AR A RR, A T, A A R R A
A “E 2, I TR AT Y A A

P AR, SRR A DU .

H ATLAR E=q =13 ¥

SSDE&NVMe S5 e B
B/E

» diskpool ® IF¥ EC 4+2:1

FER3 FE TR .

MR H AR R AT 0, B e

block e
EELs | &' BiEThs
iz BEP g HHE
10.187.207.148 2
==l RE =
v diskpool LI 10.187.207.15 2
10.187.207.185 1
o BB e HUE o TES
BEL 3, EF n
10.187.207.185

==

10.187.207.15
===

FE4 Bl W > RSP, BEAMES L.
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R s

2 Yk

BN BAESS R R, WREI, ARG ERAEGR; WRRM, THRREAER

X

fEL0 ¥ Bk freme #E 4Bz FeEay SFHET ¢

i

514 FEFRREE diskpool - . admin 2020-04-16 152907 UTC+0800 -~

&t 2 izl

FEFERETRES. o) 2020-04-16 15:29:07 UTC+08:00

EAMDCRIR0SDER, ol 2020-04-16 15:29:28 UTC+08:00

» 513 TERRRSE diskpool ) admin 2020-04-1615:2202 UTC+08.00  2020-04-16 15:28:43 UTC+08:00

s,

2.4.2 R M S5 4%

B#IETR

BRI

BRIESR

BE]1 Fx

F54RSE B DB A Bl S AT A A, DL ML 5 /K

- ﬁ“%ﬁ%ﬁ“ﬁ%”ﬁﬁ 2L TP,

- FRREALAE T R OISR .

- FFERERAERE T ROT R T OREOE R 55 SO R 55 B R 5
Kot

TR BAFRETT R B 1P, T S0 1P LA “fsadmin” FI D

DeviceManager [, KIKIERE “HIR” > “M5EMLK”
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" Oceanstor Pacific

a7

2 i
[
TAE E2 3 Zoness BEFR FEE
Access subnetl pd
DPC
WEFs
R

SR 2 1E zone XK, FIREAFTIEZ A zone, WRIEAHATHE, EFF zone BAN “Access” 1)
zone, FATHAM “FHZL” , RS “hyOyh” , o By Dl U .

oI .
et
s S
B | system v FM | mATE @
B0 ETHRE
% Q Zonesg®l HETA Y el
zonel Access subnet pd

FIR3 P ERBER L, A “FEERT .

DNSERE Tl =l e

== 10.116.244. 10.116.244.

b RIE 5
o m)ic}
oA us
E=2 3
HF | system M i | FETRE | @
[
28 Q Zonesem EETA Y e
20nel Access subnet1 pd

R

DNSEES TR =EP B

E=i ]
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243 BEERP A

B#IEAR
AL S 16 ST B UM A 2, R SRR AR, BSIRUR 71 AT AR A A S
AR .

lE=Ne3
PRSI AT B S5, SR TARGkT, DPC %0, A ERAeRE, ITTLLYY
Kb AR 05 5 SR RS B

RIEDE

$ 1 &% DeviceManager FH1HI, 7EFtH A L AMKIKIERE “ﬂ > BRI .

=S Saes

FEESSET
HiElESS

=1EESS
B

T
s
SitiEdE

B2 BT R LR RS, AR AL, R BB, BRGERE
“%zlz//%” R

" OceanStor Pacific

= c
5551 a2 7 )
olP S
O ss=m =i Q 4
M1 P B
pretety
[ host202010291712300001 AEERRRAE
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S
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B

(RERLY::

RE 4 M EFHETRESIENEED, BIREEaORZTRNEELESE, LTRSS
MDC 58, SETTEMRT R,

EEBERTRESETR, FEREXEEFEFIBR.
B Z R DPC TRIAREEN, F2ENBETR, FEFiAE.

SNER DPC REN "BE", ALABEAE "BHBFRRESSFERN DPC” BFRFFEIREE DPC
T, BRI DPC TRfE, TEFME

BERE "BRTR, BREINT RIS SR SRR R F IS
ping By S ABEIEBFIBIRT AT, BENEKW, SRRTR/AELR. WHTRERE %

FE3 WERFBERTT RO AR DPC 115l BFRJA 7 B P aiE B S R AT

2. 4T mount | grep dpc 74, 2] DPC &/ hpdE 21 A R G
3. RIS 32 AW R, HUT umount xxx iy 4 EHIE DPC % 7 b 3 10 S &
4o
“oex 7 A BB E RIS RS . W umount KW, IEREEIL, A
A UE H umount -1 Ay A 3R EI 2 .

4. 4T cd /opt/fusionstorage/deploymanager/clouda/ && bash
clear_all_for_fs_node.sh all &5 2 O 2225 1) 4K 14

s
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TS

3 Bt

3 PR

3.1 KM EAEHRES (@4 D
3.2 KBRS (TR0
3.3 TEALAEHR A A

3.1 EFMHBRTS (LA

3.1.1 1“\@7?11%/11’.%,._,\
BiE=
ZAESS TR T R B A RS TR
W I
o M
BB RS IP LUK “fsadmin” F RS o
BRIESR
HB1 M PuTTY, LL “fsadmin” FIF, I8 B el B 1 (K97 3 1P #uhk 85k
IR 2 AT su-root, HA root Bk ERY, YIHE] root TR
HB3 PAT ismeli -u admin, FiiA admin %Y, HENG AT B
ismcli -u admin
PassWords %+ %k xxkk
admin: />
FE4 PATU T4, A AR 1D,

show storage pool general

admin:/>show storage pool general
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T HERT 3 s
Pool ID Pool Name Total Capacity (MB) Used Capacity(MB) Free Capacity Rate
Allocated Capacity (MB) Pool Status Redundancy Policy Replication Factor Data
Units Number Fault Tolerance Number Parity Units Number Service Type
0 B070 34312825 0
normal ec == 4 2
Converged
admin:/>
FES PATU N4, EEAEIRE.
show storage pool general pool _id=7"725 /71571445 &
admin:/>show storage pool general pool id=0
Pool ID 0
Support Encrypt For Main Storage Media : 0
Pool Name BO70
Encrypt Type not encrypt pool
Compression Algorithm capacity
Total Capacity (MB) 34312825
Used Capacity (MB) 0
Free Capacity Rate 1
Allocated Capacity (MB) 0
Reduction Involved Capacity (MB) 0
Deduplication Saved (MB) : 0
Compression Saved (MB) : 0
Deduplication Ratio 1
Compression Ratio 1
Data Reduction Ratio 1
Pool Status normal
Progress (%) 100
Redundancy Policy ec
Replication Factor -
Security Level server
Media Type sata disk
Cache Media Type ssd_card
Storage Cache Rate ==
Cell Size (KB) 0
Data Units Number 4
Fault Tolerance Number 2
Parity Units Number 2
Service Type Converged
admin: />
Pool Status A normal 75 1E%H .
R
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VHEES

3 B

312 EFMHHENRT

BT

W SR

PALSSR T R GUE B OO A PR ST A

o il
B TFEE) 1P BLK “fsadmin” P B ,

= 1 1B
BRIEDSE
FE1 A PuTTY, DL “fsadmin” FI/7, G B fU8 B B30 1P sk 5%
HE2 AT su-root, FHiIA root 1K RS, Y E] root T
I8 3 AT ismcli -u admin, %A admin F %00, HENGAITRE B A
L4 PATUL @4, FREL poollD HI1E
show storage pool general
admin:/>show storage pool general
Pool ID Pool Name Total Capacity(MB) Used Capacity(MB) Free Capacity Rate
Allocated Capacity(MB) Pool Status Redundancy Policy Replication Factor Data
Units Number Fault Tolerance Number Parity Units Number Service Type
0 BO70 34312825 0 1 0
normal ec = 4 2 2
Converged
admin: />
B]5 PATUU RS, EEAMT SE .
show storage_pool disk pool_id=7"Z5 7715711 %4 5
admin:/>show storage pool disk pool id=2
Node Mgr Ip Cache Media Type Disk Exit Disk Role Capacity(Gb) Available
Capacity(Gb) Disk Slot Disk Sn Disk Status Disk Type Encrypt
192.168.20.7 -- - main storage 50 50
1 10252195119xvde 0 sas_disk 0
192.168.20.7 -- - main storage 50 50
2 10252195119xvdf 0 sas_disk 0
192.168.20.7 -- - main storage 100 50
5 10252195119xvdi 0 sas_disk 0
192.168.20.7 -- - main storage 100 50
6 10252195119xvdj O sas_disk 0
192.168.20.7 -- == zk _disk 100 0
8 10252195119xvdl 0 sata disk 0
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20,7 ==

10252195119xvdn 0

20,7 ==

10252195119xvdm 0

20,8 ==

10251139149xvde 0

20,8 ==

10251139149xvdf 0

20,8 ==

10251139149xvdi 0

20,8 ==

10251139149xvd] O

20,8 ==

10251139149xvdl 0

20,8 ==

10251139149xvdn 0

20,8 ==

10251139149xvdm 0

220,120 ==

10252211249xvde 0

220,120 ==

10252211249xvdf 0

220,120 ==

10252211249xvdi 0

220,120 ==

10252211249xvdj 0

220,120 ==

10252211249xvdl 0

220,120 ==

10252211249xvdn 0

220,120 ==

10252211249xvdm 0

3.2.1 EFHEMBIRS

S, 1 Bk DeviceManager FtH, MKIGEFE “ TR >
WELAFAE AR TS & 753K

“Disk Status” & “07,

14 AL, o9
EE” .

osd_cache 214
ssd card O
osd_cache 214
ssd card O
main storage 50
sas_disk 0
main storage 50
sas_disk 0
main storage 100
sas_disk 0
main storage 100
sas_disk 0
zk disk 100
sata disk 0
osd_cache 214
ssd card 0
osd_cache 214
ssd card O
main storage 50
sas_disk 0
main storage 50
sas_disk 0
main storage 100
sas_disk 0
main storage 100
sas_disk 0
zk _disk 100
sata disk 0
osd_cache 214
ssd card O
osd_cache 214

ssd card O

W > i,

140

50

50

50

50

140

50

50

50

50

RN AR IR .

LR T o el
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322 MEFHBERT
S 1 &% DeviceManager FH1HI, WKUGER: “HERE > B > W7, MET SRR S

AL T FEARES o
e
TR @i i
0 0 6
s

3.3 ERERFAMEE
R R R A 7 1 U R R RS .

RIEDET
ST AR SRR S

1 B S iBMC FHH

2. W CRGEH > RGUMER > KA > WEERKT . AR R
ID” .

(RARTY::
% BMC REMRAF—EET, TR 58 > RAEE > Hit > Rl STmel
A “EAR D",
~ AR ID & “0x00737 B, PATHEE 2,
~ AR ID & “0x00837 I, FATHEE 3,
- B, HWCATREER, SRR,
IR 2 AU R Y R A T AR I [ R A

i fsadmin ik F & BT AL, AT T2 su-root, i root Ik ' %65, )#H3 root
T, AT A2 Issesi -g 701 RE A TS AR 0 [ 2 R A
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